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Abstract Uracil and its derivatives strongly absorb UV

light but photodamage is hampered through effective non-

adiabatic decay channels. As a first step towards a quantum

dynamical (QD) study of the decay route of the photo-

excited pp* state to the underlying np* state, here we present

our procedure to build a reliable reduced-dimensionality

model of the decay process, and we discuss its theoretical

foundation. We established the three most important

nuclear coordinates for the decay process and we computed

the S1 and S2 excited-state potential energy surfaces of

Uracil and 5-fluoro-Uracil in acetonitrile and in water at

TD-DFT level, describing the solvent in the frame of

polarizable continuum model. Through a property-based

diabatization we obtained the diabatic pp* and np* states’

energies and coupling and we fitted them to analytical

functions of the nuclear coordinates. We show how these

diabatic models can be utilized for QD simulations of the

pp* ? np* decay.

Keywords Uracil � Photoexcitation �
Non-adiabatic decay � Potential energy surfaces �
Quantum dynamics

1 Introduction

In the last decade time-resolved ultrafast spectroscopic

techniques have known impressive advances [1, 2], leading

to the development of new research fields, such as femto-

chemistry, devoted to the understanding and to the control

of the elementary excited-state reactive chemical processes

[3]. Pump and probe time-resolved absorption and fluo-

rescence spectroscopies have opened the route to the real-

time investigation of ultrafast reactive processes, providing

fundamental hints on many chemical processes of biologi-

cal and technological interest [1, 2].

However, especially when dealing with complex systems

in their electronic excited states, the interpretation of the

experimental results is seldom easy and straightforward.

Indeed, suitable theoretical models are often necessary in

order to translate the outcome of experiments in terms of

chemical ’information’, and to unveil the interplay of the

several subtle chemical-physical effects ruling the statical

and dynamical behavior of the species under study.

As a consequence, femtochemistry is receiving many

important benefits by ongoing developments of theoretical

methods for the characterization of electronic excited states

[4–6]. It is now possible to obtain accurate static descrip-

tions of the potential energy surfaces (PES) of the excited

electronic states, also for medium size molecules, in solu-

tion and in complex environments (e.g., a protein), as well

as to properly include vibrational effects in the description

of absorption and emission processes [7–10]. However,

although statical quantum mechanical calculations have
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provided valuable information for the interpretation of

time-resolved experiments [11], a direct comparison

between experiments and computations requires a dyna-

mical description.

This is particularly true in the field of ultrafast processes

started or even driven by laser pulses [12]. In the latter

situation, stationary states simply do not exist since the

molecule is governed by a time-dependent Hamiltonian

[13]. Especially when dealing with close lying strongly

vibronically coupled excited states, in the presence of a

laser field, a proper quantum dynamics (QD) treatment

becomes mandatory.

Two challenging difficulties limit the possibility of such

a fully quantum mechanical (QM) approach. The first

problem is the exponential increase of the computational

burden of quantum propagations on non-adiabatic systems

with the number of nuclear coordinates to be taken into

account. This is still a severe issue for sizeable molecules,

even if remarkable advances have been made possible by

the multiconfigurational description of the wavepacket

adopted in MCTDH approach [14–16]. The second problem

is maybe even more stringent and is the need for predeter-

mined electronic PESs over the whole space of the nuclear

coordinates that will be spanned by the dynamics. The

computational time for a full ab initio determination of these

PES scales as Np (where p is the number of nuclear coor-

dinates and N the number of considered points for each

coordinate) and this limits the possible application to few

degrees of freedom. Both limitations require the definition

of reduced-dimensionality models (i.e., in a reduced number

of nuclear dimensions) for the system under investigation.

Beyond being dictated by technical difficulties, reduced

dimensionality models, which nonetheless encompass most

of the physics of the system, are very attractive for inter-

pretative reasons, allowing a simple description of the

process and a better understanding of the main effects

coming into play. However, reducing the dimensionality of

the process under investigation can be a severe approxi-

mation. Alternatively, it is possible to resort to classical

(CD) or semi-classical (SCD) [17] computations based on

the motion of bunches of trajectories released on the excited

surface with suitable initial conditions. In these cases the

quantum-mechanical event of the transition between dif-

ferent states can be simulated by hopping mechanisms

whose probability is ruled by suitable criteria [18]. CD

methods scale better with the dimension of the system and

can be performed ‘‘on the fly’’ computing for each trajec-

tory energy and forces at each propagation step [19, 20]. An

interesting approach, referred to as AIMS (ab initio multiple

spawning), has been proposed by Martinez et al. allowing

for the introduction of quantum effects in on-the-fly pro-

pagations, by expanding the nuclear wavefunction on a

adaptive set of classically moving gaussian functions [21].

While on-the-fly CD approaches can be applied straight-

forwardly also to sizeable systems, it must be recognized

that in these cases two possible drawbacks come into play:

on the one hand it may be necessary to rely on less accurate

electronic descriptions, on the other hand the computations

may be so expensive to allow running only a too reduced

number of trajectories. Limited bunches of trajectories

cannot adequately sample the wave packet and this hampers

the description of the dynamical process, especially in the

common cases of non-adiabatic transitions at linear or

multidimensional conical intersection where, classically

speaking, the specific geometry at which the hop takes place

may rule the reaction yield. Furthermore, though in many

cases SCD and QD simulations lead to similar results [22],

mainly for moderate couplings [23], it has been shown that

a CD description can diverge from the QD one, for example

in cases where the excited state PES is characterized by a

wide plateau, which is a common feature in p-delocalized

systems [24, 25].

On the ground of these considerations, it is clear that,

together with performing all coordinates on the fly CD

computations, pursuing full QD studies on suitable models

of restricted dimensionality is necessary for a reliable

description of the phenomenon under investigation. In

order to apply this approach to large size molecules in

solution, it is necessary that several methodological ques-

tions are assessed. As a step in this direction, we here

report the methodological foundations of our study of the

dynamics of the two lowest energy excited states of uracil

derivatives.

The study of the excited state dynamics of DNA and its

constituents has recently emerged as a key topic, because of

its many fundamental biological, biomedical and techno-

logical implications [26–42]. Indeed DNA strongly absorbs

ultraviolet (UV) light and many DNA photolesions origi-

nate from singlet excited electronic states (photodamage)

[26, 27]. One of the most recent discoveries in the field

concerns the decay of the lowest energy bright excited state

(Sp) in uracil derivatives. Many investigations have been

devoted to the static description of the U decay channels. A

direct, barrierless Sp ? S0 decay channel has been indi-

viduated and it has been recognized as the responsible for

the U ultrafast decay 100–300 fs [28–34]. Recent transient

absorption experiments have shown that a second decay

channel exists and that a significant part of the population of

Sp (*30%) decays to a long living dark state, which is not

the triplet, whose lifetime in aqueous solution is in the

picosecond time-scale (ss = 24 ps) [35, 36].

Previous static QM studies of ours indicate that this state

can be assigned to the lowest energy n ? p* transition

(hereafter Sn) which, according to gas phase computations is

more stable than Sp in the Franck–Condon (FC) region [31–

34]. The Sn decay channel is available for uracil (U) in all
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the polar solvents, whereas for some of its derivatives, like 5

Fluoro-uracil (5FU), it should occur in polar solvents like

acetronitrile but not in water [32, 33]. In a previous paper,

based on CASPT2 results in gas phase and TD-DFT results

in solution, some of us have investigated the mechanism of

ground state recovery from the Sn state, proposing that it

does not go through a direct Sn ? S0 decay, since the cor-

responding conical intersection lies too high in energy, but

it takes place by a mediated Sn ? Sp ? S0 decay [37].

The non-adiabatic Sp ? Sn population transfer is an

inherently quantum mechanical process due to the strong

coupling of nuclei and electrons motions in close vicinity

of the conical intersection. Looking for a direct comparison

with time-resolved (TR) experiments [35, 36], we have

thus performed a QM dynamical study of the Sp ? Sn

population transfer for U and 5FU in two different solvents

(water and acetonitrile). Our theoretical procedure is dis-

cussed in the present paper, while a detailed analysis of the

QD results and their chemical and physical implications is

reported in a parallel study [43].

Bulk solvent effects have been taken into account by the

Polarizable Continuum Model (PCM) [44, 45]. While PCM

can adequately model CH3CN solution, a proper descrip-

tion of solvent shifts in aqueous solution requires also the

explicit inclusion of water molecules belonging to the first

solvation shell. Taking into account experimental [46, 47]

and computational [48] evidences all the PCM calculations

for aqueous solution refer to the species U � 4 H20, where

four water molecules of the first solvation shell are

explicitly included in our model (see Fig. 1).

2 Theoretical methodology

2.1 Selection of the relevant coordinates

The systems under study contain either 12 or 24 atoms (i.e.,

30–66 nuclear degrees of freedom) in the condensed phase,

and the overall process under investigation involves three

different electronic states. As anticipated in the Introduc-

tion, a full QD treatment of all the nuclear degrees of

freedom is not yet feasible. It is thus necessary to select

what are the relevant degrees of freedom to be included in

our calculations.

A solid approach to the definition of reduced dimen-

sionality models has been provided by Cederbaum et al. [49]

who recently tackled the general problem of the quantum

mechanical description of dynamics around a conical

intersection in macrosystems. These authors have shown

that the Hamiltonian of the system can be transformed in a

hierarchy of effective Hamiltonians and that the short time

dynamics is ruled by only the first members of this hierarchic

series. For two coupled diabatic PESs and considering all the

modes on the same footing (no distinction between system

and bath) the first member of this hierarchy is a three-

dimensional (3D) Hamiltonian, i.e., depending on only three

nuclear coordinates, which physically describe (though they

may need re-orthogonalization) respectively the motion

from a reference geometry to the minima of the two PESs

(the diagonal terms of the model) and their coupling (the off-

diagonal term). In the present work we work in a similar

spirit and define a 3D model for our calculations, where each

coordinate is a linear combination of mass-weighted normal

coordinates (Q) of the ground state S0, determined by a

standard frequency calculation in solution.

As a first step of our analysis, we determined the equi-

librium structures of S1 and S2 adiabatic states. A first

minimum structure located on the S1 state has a planar

geometry. At this structure, here after referred to Sn-min,

S1 is almost completely dark and it corresponds to a

HOMO-1 ? LUMO excitation, i.e., a np* transition from

the lone pair of oxygen O8 (Sn in the diabatic description,

see below). The most relevant geometry shifts with respect

to the ground state minimum S0-min (i.e., the FC structure)

involve the C4–O8 and C5–C6 bond lengths that increase by

0.1 and 0.04 Å, respectively. A second minimum is found

on the S2 adiabatic state, in the following labeled Sp-min,

corresponding to a bright HOMO–LUMO pp* transition

(Sp in the diabatic description, see below). The most rele-

vant displacements with respect to the FC point are

exhibited by the C4–C5 (* -0.03 Å), C4–O8 (* ?0.03 Å),

and, especially, the C5–C6 bond (increasing by *0.1 Å)

lengths. Although in the absolute S2 minimum (Sp-min), the

pyrimidine ring is significantly ‘‘puckered’’, experiments

[50] and computations [34] suggest that in the first femto-

seconds after the excitation on S2, uracil-like molecules

keep the planar geometry they have at the FC point. We

have thus optimized the geometry of the S2 state con-

straining the pyrimidine ring to planarity (Sp-minpla).

After locating the minima, we analyzed what displace-

ments along the normal coordinates Q are necessary to

Fig. 1 Schematic description (and atom labeling) of U � 4H2O (left)
and 5FU (right)
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reach them starting from the FC point. We group the normal

modes in two different collective coordinates, qn and qp.

The former leads towards the S1 equilibrium structure

(corresponding to the Sn minimum after diabatization), the

latter to the S2 minimum Sp-minpla (corresponding to the Sp

minimum after diabatization). The definition of the qn and

qp coordinates (and of the coupling coordinate qc) in terms

of combination of normal coordinates is given in Tables 1,

2 and 3 for U in CH3CN, 5FU in CH3CN and U � 4H2O in

water, respectively. The contributing normal modes for U in

CH3CN are sketched in Fig. 2. For qn, Q25 corresponds

mainly the C4–O8 stretch coupled with some H3 in plane

bending, while Q26 is essentially the C2–O6 stretch; for qp,

Q24 corresponds mainly the C5–C6 stretch, while Q19 and

Q20 mainly involve ring deformation leading to even more

evident coupled bending motions of the H1, H3, H5 and H6

hydrogen atoms.

In our definition of the qn and qp coordinates we neglect

modes showing a small displacement, and those with a too

low frequency (\800 cm-1). This latter choice emphasizes

the description of the ultrafast part of the process within a

simple 3D model, without unphysically constraining

modes with inherently different frequencies (i.e., accele-

rations in an harmonic model) to move simultaneously.

Naming DQn and DQp the vectors of the displacements

from S0-min to Sn-min and Sp-minpla, the two coordinates

qn and qp are represented by the two unit vectors

qn
! ¼

P
i Qi
�!

DQn
i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
iðDQn

i Þ
2

q
and qp

! ¼
P

i Qi
�!

DQp
i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
iðDQp

i Þ
2

q
: As reported in the next section we have

combined the S1 and S2 adiabatic states to obtain two

diabatic states, one bright (Sp) and the other dark (Sn) with

respect to the ground state S0.

A 2D scan of the S1 and S2 PESs along the qn and qp

coordinates, followed by diabatization and analytical fit of

the PESs allows to determine the line of degeneracy

(intersection) of the two adiabatic (diabatic) surfaces and

its minimum (the minimum energy conical intersection,

CImin in our model)

The diabatic states Sn and Sp belong to different sym-

metries in Cs (namely A00 and A0 respectively), therefore,

their coupling is vanishing. As a consequence the third

‘‘coupling’’ coordinate qc of our 3D model must be an out-

of-plane (A00) vibrational mode.

Using U as reference compound, we performed a three-

points monodimensional scan along each out-of-plane

normal coordinate around the CImin structure and, after

diabatization (see next section), we obtained the derivative

of the coupling along each normal coordinate. For the

systems in acetonitrile (computationally more affordable)

we checked the computation of the derivatives (specifically

its constancy around CImin) by extending the scan to seven

points along each coordinate. The larger is such derivative

(for dimensionless normal coordinates) the more the mode

is expected to play a role in the non-adiabatic decay. At

variance with the Cederbaum’s approach (who considered

the coupling coordinate obtained by the linear combination

of all the modes each weighted for the corresponding

derivative of the coupling), we worked out different 3D

models, mostly adopting a single mode for our definition of

qc, to investigate the dependency of the dynamical simu-

lation on the specific nuclear motion, and to obtain a

simpler and clear cut interpretation of the Sp ? Sn decay

mechanism.

For what concerns uracil in CH3CN, Fig. 3 reports

the computation around the CImin which has coordinates

{-0.13, 0.62} bohr 9 amu1/2 in the {qn, qp} plane. It is

apparent that Q14 is the S0 normal coordinate producing

the largest diabatic coupling. On S0 it has a frequency

Table 1 Definition of the qc, qn and qp coordinates for the 3D model

of U in CH3CN, as combination of the S0 mass-weighted normal

coordinates Q

Normal modes

qc qn qp

Index x d Index x d Index x d

Q14 986.5 1.0 Q25 1805.4 -1.980 Q19 1258.2 -0.609

Q26 1851.0 0.893 Q20 1406.1 -0.588

Q24 1712.2 -1.051

qc0

Q10 737.3 1.0

For each coordinate the partecipating normal modes are given toge-

ther with their S0 frequencies x (cm-1) and the (non-normalized)

coefficients of the combination. For qn and qp these coefficients

represent the dimensionless displacements d along the corresponding

normal coordinates from S0-min to Sn-min and Sp-minpla, respec-

tively. An alternative 3D model was built by adopting the same

definition for qn and qp and substituting qc with qc0

Table 2 Definition of the qc, qn and qp coordinates for the 3D model

of 5FU in CH3CN, as combination of the S0 mass-weighted normal

coordinates Q

Normal modes

qc qn qp

Index x d Index x d Index x d

Q16 908.8 1.0 Q26 1812.4 -1.920 Q21 1376.4 0.889

Q27 1853.4 1.014 Q25 1758.6 0.965

For each coordinate the partecipating normal modes are given toge-

ther with their S0 frequencies x (cm-1) and the (non-normalized)

coefficients of the combination. For qn and qp these coefficients

represent the dimensionless displacements d along the corresponding

normal coordinates from S0-min to Sn-min and Sp-minpla, respectively
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m = 986.5 cm-1, and represents an out of phase out of plane

motion of H6, mainly, and H5. Its derivative is almost twice

larger than that of the other modes.

In water the situation is more complex. In fact, because

of the presence of the first solvation shell, the system

cannot exhibit a pure Cs symmetry, since some of the

hydrogen atoms of the water molecules cannot lie either in

the molecular ring or be disposed symmetrically with

respect to it. As a consequence, the coupling is not vani-

shing also when the nucleobase geometry is perfectly

planar, and vibrational modes preserving the base planarity

can also affect the coupling. Furthermore, besides the

intramolecular degrees of freedom, also vibrational modes

mainly involving the water molecules of the first solvation

shell can act as coupling modes.

Not surprisingly, our analysis thus indicates that in water

there are several modes with comparable coupling strength

Table 3 Definition of the qc, qn and qp coordinates for the 3D model of U � 4H2O in water, as combination of the S0 mass-weighted normal

coordinates Q

Normal modes

qc qn qp

Index x d Index x d Index x d

Q38 1009 1.0 Q45 1476.4 0.546 Q33 807.0 0.891

Q46 1523.2 -0.816 Q41 1122.3 -0.549

Q51 1723.4 0.721 Q43 1280.7 0.633

Q52 1741.2 1.319 Q44 1419.9 -0.481

Q53 1753.8 1.503 Q50 1701.4 0.591

Q54 1800.0 0.591

qc0

Q31 734.0 1.0

qc00

Q34 813.3 1.0

qc0 00

Q31 734.0 -2.423

Q34 813.3 1.254

For each coordinate the contributing normal modes are given together with their S0 frequencies x (cm-1) and the (non-normalized) coefficients

of the combination. For qn and qp these coefficients represent the dimensionless displacements d along the corresponding normal coordinates

from S0-min to Sn-min and Sp-minpla, respectively. Alternative 3D models were built by adopting the same definition for qn and qp and

substituting qc with qc0, qc00 and qc0 00, respectively

Fig. 2 Schematic description of the normal modes contributing to

coordinates adopted in the 3D model of U in CH3CN

Fig. 3 1D scans of the diabatic coupling for U in CH3CN as a

function of the 9 non-planar A00 dimensionless normal coordinates
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(derivatives), and many of them involve the motion of

water molecules.

In order to reduce the bias that the choice of the sol-

vation shell can have on the results, we adopt a

‘conservative’ approach, focussing on the intra-base

degrees of freedom. We want indeed to be sure of not

overestimating the dynamical solvent effect of the first

solvation shell molecules, since it cannot be taken for

granted that the dynamical effect of the outer solvation

shells on their dynamics is correctly reproduced by PCM.

Among the solute vibrational modes we then selected

those that are more similar to the coupling mode obtained

for U in CH3CN. Indeed, not only in CH3CN the system is

simpler and our procedure safer and more accurate, but in

this way the results obtained in the two solvents are more

directly comparable.

On this ground, we chose as coupling vibrational modes

in water the normal modes Q34 (in phase out of plane of H5,

mainly, and H6, m = 813 cm-1 on S0) and Q38 (out of

phase out of plane motion of H6, mainly, H5 and H1,

m = 1008 cm-1 on S0). For additional tests we also worked

out different models adopting as a coupling mode Q31 and

a combination of Q31 and Q34, leading toward the absolute

non-planar minimum Sp-min.

Finally, in analogy with what found for U, we selected

as coupling mode for 5FU in CH3CN the vibrational mode

16, with m = 908 cm-1, corresponding to the out of plane

motion of H6.

Once the three coordinates were established for the

investigated systems, we performed an extended 3D scan

of their S1 and S2 PESs on a grid of points. By performing

at each point of the grid the diabatic transformation, we

obtained the diabatic diagonal potentials Vp and Vn and the

coupling Vnp, and we fitted them to analytical functions. It

is important to highlight that by this approach we go

beyond the classical linear coupling model [49] (sometimes

known as multi-mode vibronic-coupling approach) [51],

inasmuch anharmonicities are considered on Vp and Vn,

and Vnp is not confined to be a linear function of the

coupling coordinate. Indeed the coupling Vnp turns out to

be a more complex function of the nuclear coordinates and,

in its power expansion, cross terms in qp and qc and mostly

in qn and qc play a relevant role (see the result section).

2.2 Diabatization procedure

Born–Oppenheimer (BO) adiabatic states are coupled by

non-adiabatic couplings deriving from the action of nuclear

kinetic operator on the electronic wavefunctions. Since

these couplings vary sharply with the nuclear coordinates

and are difficult to be treated [51], quantum dynamics is

usually computed on a diabatic model, where diabatic

states are defined so to be weakly dependent on nuclear

coordinates (ideally independent). Accordingly, non-adia-

batic kinetic couplings become negligible, while a potential

coupling between the two diabatic states arises. This cou-

pling is a smooth function of nuclear coordinate and is,

therefore, more suitable for calculations. Different meth-

odologies have been proposed to define ‘‘diabatic states’’

[52]. We rely on a property-based methodology, where the

two diabatic states are defined imposing a pre-determined

behaviour in the dependence of a one-electron property on

nuclear coordinates, so to minimize the configurational

change of the electronic wavefunctions (which is the origin

of large non-adiabatic kinetic couplings). To fix the ideas

consider U in CH3CN. The S0 equilibrium structure is

planar (Cs symmetry). In this symmetry states coming from

pp* and np* excitation belong to different representations,

A0 and A00 respectively, and therefore, are not coupled.

Assuming xy to be the molecular plane, the transition

dipole moment S0 ? pp* has non-vanishing x and y

components while the S0 ? np* is weak and polarized

along the z axis. At non-planar geometries the two pp* and

np* states are coupled, and the resulting adiabatic S1 and S2

states both bring some oscillator strength in the xy plane

with the ground state S0. We define the two diabatic states

Sp and Sn by rotating the transition dipole moment matrix

(in the S1, S2 adiabatic basis) so to have a bright diabatic

state Sp (i.e., pp*) which concentrates all the xy oscillator

strength with S0 and a second state Sn (i.e., np*) which is

dark for xy-polarized transitions from S0 (z-polarized

transitions are yet possible but very weak and they will be

neglected in the following). Consider the raw vector of the

basis set of the first three adiabatic states (|S0i, |S1i, |S2i),
our TD-DFT calculations provide us at each point of the

grid the adiabatic electronic Hamiltonian Had and transition

dipole matrix Mad

Had ¼ diagðE00;E11;E22Þ ð1Þ

Mad ¼
l00 l01 l02

l01 l11 l12

l02 l12 l22

0

@

1

A ð2Þ

We rotate our adiabatic basis set in order to obtain a

diabatic basis set whose two excited states are either bright

(Sp) or completely dark (Sn), with respect to the ground

state S0. Notice that the linear-response TD-DFT

calculations we performed cannot provide the value l12,

and a quadratic response approach should be implemeted.

However, it easy to realize that this value is not needed for

our diabatization scheme. In formulae, naming (|S0i, |Sni,
|Spi) the diabatic set, we have

ðjS0i; jSni; jSpiÞ ¼ ðjS0i; jS1i; jS2iÞCT ð3Þ

and we obtain the orthonormal transformation C imposing

that S0 is left unaltered,
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C ¼
1 0 0

0 cosðhÞ sinðhÞ
0 � sinðhÞ cosðhÞ

0

@

1

A ð4Þ

and that in the diabatic dipole matrix

Md ¼ CMadCT ¼
l00 l0n l0p

l0n lnn lnp

l0p lnp lpp

0

@

1

A ð5Þ

l0n = 0 and l0p = 0.

With this procedure we obtain the diabatic PESs Vp and

Vn and their coupling Vnp in the points of the grid utilized

for ab initio computations

Hd ¼ CHadCT ¼
E00 0 0

0 Vn Vnp

0 Vnp Vp

0

@

1

A ð6Þ

For Ur in CH3CN we chose a 9 9 20 9 24 3D grid of

equally spaced points in the {qc, qn, qp} space with

boundaries: -0.314507 B qc B 0.943503, -0.31998 B qn

B 1.1999 and -0.215874B qp B 1.02538. For 5FU in

CH3CN the grid was 9 9 20 9 24 -0.228203 B qc

B 0.68461, -0.319113 B qn B 1.19664, -0.208402 B qp

B 0.989913. Finally, for the more computationally

demanding U in water (the solute is U � 4H2O) the grid

is 9 9 17 9 22 with -0.259176 B qc B 0.777528,

-0.356332 B qn B 1.06901, -0.212036 B qp B 0.90116.

All the coordinates are expressed in bohr 9 amu1/2.

2.3 Treatment of solvent effect

When discussing dynamical processes in solution, it is

important that solvent relaxation time is taken into the

proper account. In fact a finite time is required for the

complete equilibration of the solvent reaction field when

the solute electronic state (and, thus, its electron density)

changes. Although more complex schemes can be envis-

aged [53], within the framework of continuum solvation

models a simple approach to dynamical solvation effects

relies on the decomposition of the solvent degrees of

freedom in two components: fast/electronic and slow/

nuclear. Only the fast component equilibrates instanta-

neously to the solute electron density. On this ground it is

possible to define two limit situations, usually referred to as

non-equilibrium (neq) and equilibrium (eq) time-regimes.

In the former case, only solvent electronic polarization

(fast solvent degrees of freedom) is in equilibrium with the

excited-state electron density of the solute, whereas in the

equilibrium regime also nuclear polarization (and, thus,

both fast and slow solvent degrees of freedom) is equili-

brated with the excited-state electron density.

In the framework of continuum solvation models the

two situations are ruled by two different dielectric

constants. In the non-equilibrium case, the reaction field

due to the fast solvent degrees of freedom depends on the

dielectric constant at optical frequency (eopt, usually related

to the square of the solvent refractive index n, eopt = n2,

1.776 for water and 1.8006 for CH3CN). Equilibrium sol-

vation is instead ruled by the static dielectric constant.

It is clear that in order to investigate the ultrafast

dynamics in the FC region non-equilibrium solvation

energies are more suitable, and therefore, our PESs have

been built by equilibrating the fast degrees of freedom to

the Sp and Sn excited states, but leaving the slow degrees of

freedom always equilibrated with S0. Obviously, this

approximation is strictly valid only at the FC point. While

the system moves on the Sp surface, slow solvent degrees

of freedom start equilibrating with Sp density, and this

process is expected to modulate the Sp–Sn energy gap, the

position of the CI and the system dynamics. When these

effects are expected to be important, solvent dynamics

should be explicitly take into account, within the same

framework used by Hynes et al. to treat Conical Intersec-

tions in solution [54].

However, as shown below, the Sp ? Sn population

transfer occurs on a ultrafast time scale (*50 fs) and thus a

non-equilibrium approach is expected to be fully reliable.

Furthermore, it must be noticed that explicit inclusion

of solvation degrees of freedom within the dynamical

treatment is particularly important for studying the inter-

action of electronic states with strongly different electron

density (as, e.g., when charge transfer states are involved).

This is not the case of the lowest energy electronic states

of uracil derivatives. In order to put these considerations

on a quantitative basis, we have computed (at TD-DFT

level, see next section for details) the (eq) and (neq)

energy of Sn and Sp for U in CH3CN. Equilibration of the

slow degrees of freedom leads to a stabilization of

*0.35 eV for Sn, and of only *0.1 eV for Sp. Further-

more, experiments on Coumarin C153 indicate that the

total relaxation of solvent degrees of freedom occurs on a

* ps time scale [55], which is significantly longer than

the one investigated here. Solvent equilibration is thus

expected to play some role in Sn-min, contributing to the

energy dissipation and decreasing the probability of Sn ?
Sp back transitions, but its influence on the ultrafast part of

the excited state decay is small. For what concerns the

calculations in aqueous solution, the first solvation shell is

included in our model, further decreasing the importance

of taking into account dynamical solvent effects (com-

puted within the framework of a continuum solvation

model) in our treatment.

In this respect, it is important to remind that, though

PCM can take care of the influence of the outer solvation

shell on the static properties of our system, it probably

underestimates the dynamical restraints due to the presence
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of hydrogen bonds between the first and the second sol-

vation shell. In this case, semi-classical dynamics including

a large number of explicit water molecules (even if treated

at the molecular mechanics level) could provide useful

hints for evaluating the dynamical solvent effect on the

excited state dynamics.

2.4 Selection of the electronic method

In the present study, the adiabatic PESs and the diabatic

coupling have been built at the TD-DFT level [56, 57],

adopting the PBE0 functional [58–60]. As anticipated

above, bulk solvent effects have been included by means of

PCM. We choose this approach for several reasons. First,

the limited cost of our computational approach has allowed

an extensive explorations of the S1 and S2 adiabatic states.

This is an important advantage since in principle the

kinetic energy acquired through photoexcitation may allow

the system to move in a large domain of the coordinate

space and obviously it is necessary to characterize the PESs

in this whole domain.

Furthermore, since the outcome of the QD calculations

critically depends on the quality of the PES, it is important

to rely on methods able to provide a good description of the

FC region and of the relevant minima. In this respect PCM/

TD-PBE0 is able to compute accurate vertical excitation

energies (VEE) and emission energies in solution of uracil

derivatives [33, 34, 39]. The overall shape of the excited

state PES accessible to the wavepacket should also be

reliably described. In fact the dynamics is obviously ruled

by PESs shapes that set the initial acceleration along each

vibrational mode, as well as they govern intramolecular

energy redistribution (through couplings). Moreover, the

position and shape of the conical intersection between

different electronic states deeply affect the non-adiabatic

population transfer that is the phenomenon we want to

investigate in our systems.

Actually, there are encouraging indications that PCM/

TD-PBE0 calculations can fulfill also this latter require-

ment. In fact, when used to compute the absorption and

emission spectra, PCM/TD-PBE0 calculations usually

provide accurate vibrational contributions [4–6].

TD-DFT is not expected to reliably treat processes

involving a CI with the ground electronic state [61, 62],

although very recent studies indicate that a qualitative

correct description of excited state decay can be obtained

also in this case [63, 64].

On the other hand the intersection between two excited

states can be correctly described by TD-DFT. In fact, when

applied to the study of the S2 ? S1 decay in pyrazine, TD-

DFT calculations are in very good agreement with the

experimental results and with the predictions based on the

most accurate (and available) ab initio methods [65].

2.5 Computational details

Ground and excited geometry optimizations have been

performed at the PCM/PBE0/6-31G(d) and at the PCM/

TD-PBE0/6-31G(d) level, respectively, using the UATM

model (UA0 radii) for the solute cavity [66]. The adiabatic

PES have been built by using UAHF radii [66], which are

expected to provide more accurate ground state solvation

energies. In any case we have checked that our results do

not qualitatively change when different cavity radii and

more extended basis sets are used [43].

2.5.1 Quantum dynamical calculations

We performed quantum dynamical (QD) calculations on the

3D models by using an in-house developed program. Since

the three coordinates (qn, qp and qc) are orthogonal com-

binations of mass-weighted normal coordinates of the

ground electronic state Q, the kinetic Hamiltonian has the

simple form
P

i¼c;n;p�ð�h2=2Þo2=oq2
i : We use the Fourier

method [67], representing the wave packet on 3D grid of

points, and computing the kinetic integrals by fast Fourier

transform (FFT). To ensure convergence and stability of the

QD simulations according to the Fourier method the Vp, Vn,

Vnp diabatic potentials must be represented on 3D grids

more dense and extended than those used for ab initio

computations. These grids were generated by using the

Table 4 Diabatic potential energy surfaces (PES) for U in CH3CN

with coupling Q14

Pol. terms Exp. coeff. Pol. terms Exp. coeff

Vp Vn Vnp

E0 5.39798 4.96477 qc -0.108007

qc
2 0.103352 0.193158 qcqn 0.0994372

qc
4 0.129441 0.122416 qcqn

2 -0.00822225

qn -0.581218 -1.57052 qcqn
3 -0.0257742

qc
2qn 0.0606791 0.0896478 qcqn

4 0.00832508

qn
2 1.71343 1.55997 qcqp -0.0126452

qc
2qn

2 -0.00666724 -0.0420344 qcqp
2 -0.000545084

qn
3 -0.729554 -0.263028 qcqp

3 -0.00304319

qn
4 0.142191 0.0338705 qcqp

4 0.0000477736

qp -0.711214 -0.21062

qc
2qp 0.0123265 -0.0750758

qnqp 0.0810826 0.0869156

qp
2 1.20355 1.18827

qc
2qp

2 0.0141595 0.0175261

qp
3 -0.261314 -0.220737

qp
4 0.0796964 0.0694905

Polynomial terms and expansion coefficients for the different PES.

Expressing the coordinates in bohr 9 amu1/2, energies in eV are

obtained with respect to the S0 minimum, whose energy is set to zero
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analytical fitting functions reported in Tables 4, 5 and 6.

Test calculations have shown that a (64 9 64 9 64) grid

with -2.5 B qc B 2.5, -1.6 B qn B 3.0 and -1.6 B qp B 3.0

(all coordinates expressed as bohr 9 amu0.5) provides fully

converged propagations of the initial wavepacket. We

assume a d (in time) excitation of the system from S0 to Sp
and the initial vibrational state is chosen to be the harmonic

ground state of S0 along the three coordinates. In the defi-

nition of this latter state, frequencies are determined by

second-order derivatives of the S0 PES computed on the

same grid of points as S1 and S2 and Duschinsky couplings

are neglected. The equilibrium geometry of the S0 is the

origin of the {qc, qn, qp} space and the frequencies in

wavenumber are xc = 1001.7, 915.7, 1029.4, xn = 1846.3,

1847.3, 1723.8, and xp = 1529.76, 1517.7, 1415.6 for U in

CH3CN, 5FU in CH3CN and U in water, respectively.

Notice that the S0 frequencies associated to the coupling qc

coordinates computed according to the 3D model are in

very good agreement with those obtained by full-coordinate

harmonic analysis (see data in Tables 4, 5 and 6). The time-

dependent Schrödinger equation for the wave packet evo-

lution is solved numerically by an orthogonalized-Lanczos

method [23, 68], adopting a basis of 21 Lanczos vectors for

a time step propagation of 7 au. Convergence with respect

to time-step and number of Lanczos vectors has been

carefully checked (in typical runs the last Lanczos vector

population remains\10-25).

3 Results

The methodological approach outlined above has been

applied to the explicit study of three different systems,

namely U in CH3CN, 5FU in CH3CN and U � 4 H2O in

water. The parameters of the fits are reported in Tables 4,

5, 6. The root mean square deviation (RMSD) of the fits of

Vp and Vn are 0.01 and 0.009 eV for U � 4 H2O, 0.01 and

0.006 eV for U in CH3CN and, 0.008 and 0.006 eV for

5FU in CH3CN. The RMSDs of the adiabatic S1 and S2

energies (obtained by diagonalization of the diabatic

Hamiltonian matrix) for the three systems are 0.009, 0.011,

0.007, 0.01, 0.006 and 0.008 eV. These parameters prove

that the diabatization and fitting procedures introduce

negligible errors on the energies of the 3D model. The

further step is to verify whether our 3D reduced dimen-

sionality models provide a good description of the true

systems excited state PESs. We have thus located on the

computed PES’s the minima of S0, Sn and Sp.

As shown in Table 7, the energy of the minima of the

3D fitted adiabatic PES is in good agreement (within

0.15 eV) with that of the ’full coordinate’ ones, i.e., those

provided by the PCM/TD-PBE0 geometry optimizations,

especially for what concerns the description of the Sn and

Sp minima. The only significant difference concerns Sn-min

of U � 4 H2O, that in the 3D model is destabilized by

*0.25 eV. In this case, constraining the solvation shell to

Table 5 Diabatic potential energy surfaces (PES) for 5FU in CH3CN

with coupling Q16

Pol. terms Exp. coeff. Pol. terms Exp. coeff

Vp Vn Vnp

E00 5.13480 5.02182 qc -0.112202

qc
2 0.0252691 0.113043 qcqn 0.0535665

qc
4 0.221802 0.199018 qcqn

2 0.0170767

qn -0.482917 -1.5598 qcqn
3 -0.0144699

qc
2qn qcqn

4 0.00116612

qn
2 1.80015 1.60671 qcqp -0.0280078

qc
2qn

2 qcqp
2 -0.0164319

qn
3 -0.576116 -0.328352 qcqp

3 -0.00170137

qn
4 0.0488106 0.0500528 qcqp

4 -0.00257382

qp -0.741519 -0.273264

qc
2qp

qnqp 0.0640382 0.0631348

qp
2 1.1967 1.17356

qc
2qp

2

qp
3 -0.376706 -0.28016

qp
4 0.149917 0.0690114

Polynomial terms and expansion coefficients for the different PES.

Expressing the coordinates in bohr 9 amu1/2, energies in eV are

obtained with respect to the S0 minimum, whose energy is set to zero

Table 6 Diabatic potential energy surfaces (PES) for U � 4H2O in

water with coupling Q38

Pol. terms Exp. coeff. Pol. terms Exp. coeff

Vp Vn Vnp

E00 5.29223 5.28944 qc -0.0918778

qc
2 0.216541 0.18963 qcqn 0.0650785

qc
4 0.0910123 0.142752 qcqn

2 0.0121379

qn -0.528429 -1.30683 qcqn
3 -0.00984624

qc
2qn 0.0434316 -0.00471651 qcqn

4 -0.00664634

qn
2 1.15812 1.25497 qcqp 0.0184148

qc
2qn

2 0.0343402 0.0490163 qcqnqp 0.0479667

qn
3 -0.305648 -0.080076 qc qn

3 qp 0.0307903

qn
4 0.0152541 0.0371717 qcqp

2 0.00300773

qp -0.655390 -0.311299 qcqp
3 0.00855236

qc
2qp -0.0373734 -0.0452886 qcqnqp

3 -0.0193571

qnqp 0.0831782 0.121334 qcqp
3 0.000753415

qp
2 1.02679 0.984119

qc
2qp

2 0.0927535 0.0660281

qp
3 -0.388450 -0.303494

qp
4 0.251887 0.140198

Polynomial terms and expansion coefficients for the different PES.

Expressing the coordinates in bohr 9 amu1/2, energies in eV are

obtained with respect to the S0 minimum, whose energy is set to zero
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adopt a planar coordination geometry significantly disfa-

vors Sn-min, which is characterized by noticeable

rearrangements of the cybotactic region. As a consequence

our calculations are expected to somehow underestimate

the Sn ? Sn population transfer. In any case this discre-

pancy is not expected to qualitatively change our results, as

shown by the results obtained by varying the Sn/Sp energy

gap [43]. The contour plot of the Vp and Vn potentials for

the three analyzed systems are reported in Fig. 4. Recalling

that the ground state equilibrium structure is placed at the

origin of the coordinate system, as expected, in all the cases

the minimum of Vn is more displaced along the coordinate

qn while the minimum of Vp is more displaced along qp.

Nonetheless, interestingly the Vp minimum has also a

significant displacement along qn which means that while

the system photoexcited on Vp in the FC region [around the

(0, 0, 0) point] moves toward its minimum, also the Vn

energy slightly decreases.

Figure 5 reports the 3D plots of Vp and Vn diabatic

potentials (left upper panel) of U � 4 H2O in water in the

{0, qn, qp} plane and their coupling Vnp (right upper

panels) in the {qc, qn, 0} plane. Notice that the coupling

Vnp vanishes for qc = 0 and the crossing line of the two

diabatic potentials corresponds to the intersection seam of

the two adiabatic surfaces S1 and S2, as expected, correctly

has dimension 1 in a 3D space. Though, for fixed qn

values the slope of the coupling Vnp along the coupling qc

coordinate is almost constant, in line with a classical linear

model, the plot shows that such a slope has pronounced

dependence on qn, i.e., roughly speaking on the C4-O8

stretch, putting into evidence the necessity to go beyond

the classical linear coupling model (sometimes known as

multi-mode vibronic-coupling approach) [51]. The lower

panel of Fig. 5 reports the difference of an harmonic fit

(only linear and quadratic terms) of the Vn and Vp

potentials of U � 4 H2O in water with respect to the

anharmonic fits reported in Table 6 in the {0, qn, qp}

plane. It is apparent that deviation from harmonicity is

moderate, and more pronounced for Vp than for Vn.

A detailed analysis of the Sp ? Sn population transfer

and of its implications for the DNA photochemistry is

reported in a parallel study [43]. Shortly, in all the systems

considered, within 50 fs after the excitation there is a

substantial (*0–30 %) population transfer from Sp to Sn, in

quantitative agreement with the experimental estimates.

Here we discuss in greater detail the effect of the coupling

mode on the population transfer to Sn. To this purpose we

have performed QD calculations for U in acetonitrile, and

for U � 4H2O in water, adopting different coupling coor-

dinates (reported in Tables 4 and 6, respectively), and the

corresponding time evolutions of the Sn population are

shown in Fig. 6 (upper panel U in acetonitrile; lower panel

U � 4H2O in water).

Results are reported up to 1 ps after photoexcitation.

Nonetheless, since an alternative, direct Sp ? S0 decay

channel is operative [28–34] and the decay of Sp population

observed experimentally is in the 100–300 fs timescale

[33], a population transfer Sp ? S0 can be considered

competitive if it takes place in the first &100 fs. Moreover,

on the long timescale of hundreds of fs also non-planar

motions, different from that described by the coupling

coordinate qc, can be relevant for the U dynamics, and they

are not included in our model. Therefore, while the short-

time evolution of the Sn population is realistic for U and

proves the feasibility of the Sn decay channel, the long time

behavior has mainly a speculative interest (what would be

the U dynamics in absence of non-planar motions and of

the Sp ? S0 decay channel).

Figure 6 shows that, for U in acetonitrile, the 3D model

adopting as coupling coordinate qc : Q14 predicts a fast

transfer of about 10 % of the initial Sp population to Sn. At

variance, the coupling introduced by coordinate qc0: Q10

leads to a negligible transfer of population. In a similar

way, for U � 4H2O in water the mode qc: Q38 induces a

fast and remarkable transfer of population to the Sn state

and the same is true for qc0 = Q34 (see Ref. [43]) while

negligible Sn population is triggered by qc000 ; i.e., a combi-

nation of the Q31 and Q34 modes, which is physically

interesting because it leads toward the non-planar mini-

mum of the Sp surface. The results put into evidence that,

as expected, the choice of the coupling coordinate must be

performed carefully, since it can drastically effect the

outcome of the simulations. This fact highlights something

that, though being well recognized in the QD community,

is often overlooked in the much wider community

Table 7 Adiabatic energies (in eV, with respect to the S0 minimum)

of S0, Sn and Sp in the minima S0-min, Sn-min and Sp-minpla, com-

puted for U in water and in acetonitrile and 5FU in acetonitrile at the

PCM/TD-PBE0 level

FC Sp-minpla Sn-min

U in acetonitrile UAHF

S0 0 (0) 0.34 (0.17) 0.62 (0.48)

Sn 4.91 (4.96) 4.77 (4.78) 4.42 (4.53)

Sp 5.37 (5.40) 5.10 (5.24) 5.45 (5.47)

U � 4 H2O in water UAHF

S0 0 (0) 0.37 (0.18) 0.68 (0.42)

Sn 5.27 (5.29) 5.15 (5.11) 4.66 (4.92)

SpSp 5.27 (5.29) 4.99 (5.13) 5.47 (5.33)

5FU in acetonitrile UAHF

S0 0 (0) 0.34 (0.18) 0.61 (0.48)

Sn 4.98 (5.02) 4.89 (4.88) 4.47 (4.59)

Sp 5.12 (5.13) 4.83 (4.98) 5.24 (5.28)

In parenthesis the corresponding energies obtained by the fitted PESs

are given
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interested in photochemistry and photophysics, and spe-

cifically that the mere existence of a an accessible conical

intersection does not imply an effective non-adiabatic

population transfer, since this latter phenomenon does also

critically depend on the coupling strength.

The evolution of the Sn population shows strong and not

regular oscillations for U both in acetonitrile and in water,

and differences emerge between the behaviors in the two

solvents. These features reveal the existence of a complex

multidimensional non-adiabatic dynamics in U derivatives,

and they will be investigated in more detail in a forth-

coming article [43].

4 Concluding remarks

We have here described the methodological approach we

have followed in order to study the Sp ? Sn population

transfer in uracil derivatives by means of QD calculations,

establishing a series of 3D models depending on the solvent

Fig. 4 Contour plots of the Vp

(left) and Vn (right) diabatic

potentials for U in CH3CN

(upper panel), U � 4 H2O in

water (middle) and 5FU in

CH3CN (lower)
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and the substituent of U ring. The PESs of Sn and Sp states

are very close in all the coordinate regions connecting the

FC point with the minimum of the spectroscopic state Sp. In

all the 3D models we have documented the existence of a

crossing seam between the two excited states from which a

barrierless path leads to the stable Sn minimum. Therefore,

inspection of the PES strongly suggests that a Sp ? Sn

population transfer is likely. Additionally our preliminary

QD results point out the necessity of a dynamical approach.

In fact only such an approach can show if a population

transfer occurs, what is the amount of population trans-

ferred, and what is the time-scale of the process.

Furthermore, the results hereby presented show that the

diabatic coupling play a fundamental role in modulating the

transfer. In fact for U, both in water and CH3CN, different

choices of the coupling coordinates lead to drastically dif-

ferent population transfer notwithstanding the fact that the

other two coordinates qn and qp, which are responsible for

most of the coherent motion on the adiabatic PES and lead

the system toward the conical intersection region, are the

same. Finally, we have shown that a reduced dimensionality

model is able to provide indications in very good agreement

with time-resolved experiments, also when tackling med-

ium size molecules in solution.

The approach we followed, based on a diabatic picture

of the electronic surfaces, is in principle generally

applicable in all the cases of non-adiabatic transitions. In

practice, definition of diabatic states may become prob-

lematic in sizeable non-symmetric species, if the

‘‘diabatic’’ character cannot be traced back to easily com-

putable observables, allowing the usage of property-based

diabatization schemes. Nonetheless we notice that inter-

esting attempts toward general diabatization procedures

have been recently presented [52, 69]. Another aspect that

can limit the applicability of our approach, concerns the

definition of coordinates. The specific problem of the Sp/Sn

population transfer in U derivatives can be very conve-

niently investigated by a model depending on the known S0

normal coordinates, with the additional benefit of a kinetic

Hamiltonian written in a very simple, diagonal, and coor-

dinate independent expression. Different problems,

involving for example large amplitude motions, may

require the usage of internal coordinates and consequently

more complex kinetic Hamiltonians. Moreover, in unfa-

vorable situations, the definition itself of few main

coordinates can be very troublesome. This is the case, for

example, of the Sp/S0 direct decay channel, since the cor-

responding conical intersection is located at highly

distorted non-planar configurations, and many different

internal coordinates are needed to describe the dynamics,

also because of the constrains imposed by the molecular

ring structure.

Fig. 5 U � 4H2O in water.

Upper Vn and Vp diabatic

potentials (left) and their

coupling Vnp (right). Lower
left/right difference in the fits

for Vn/Vp adopting either the

potentials in Table 6 or simpler

quadratic forms. Coordinates

are expressed in bohr 9 amu1/2
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As we clearly stated above, our approach is suitable to

reliably treat the ultrafast part of the excited state dynam-

ics. On the other hand, including a larger number of

degrees of freedom is likely necessary to study the evolu-

tion of the system on a longer timescale. In principle, the

role of the nuclear degrees of freedom excluded by our

model could be investigated by full-coordinate semiclas-

sical trajectories coupled with some scheme for accounting

for hopping between different electronic states [18].

However, this would require an approximate description of

the core process we want to study, i.e., the non-adiabatic

population transfer, and the on-the-fly evaluation of non-

adiabatic couplings, not yet available in commercial TD-

DFT codes. The role of other modes of the molecule could

be described, still at quantum level, by resorting to multi-

configurational approaches like MCTDH [14]. Of course

one should then rely on a less accurate description of the

PESs which cannot be computed on extended N dimen-

sional grids and must be obtained by low-order Taylor

expansions in the normal coordinates, where the

coefficients are evaluated by single point calculation and

numerical derivatives at some relevant points. Though we

plan to go toward such a description, the analysis in Ref.

[49] suggests that, for the ultrafast time scale on which we

are interested, the neglected modes should not play a

dominant role. Furthermore, the approximated PESs will

need a careful validation and the present 3D model, taking

into account anharmonicities, will be a valuable tool to

investigate their role in the system dynamics and to assess

to what extent they can be safely neglected.
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